
Bias Audit Report Summary: Bullhorn Automation
Bullhorn engaged a third-party provider, O'Neil Risk Consulting & Algorithmic Auditing (ORCAA), to undertake a bias audit of the Bullhorn
Automation service to evaluate inherent bias. The audit evaluated 49,902 candidates by gender and race/ethnicity to determine the Match Score
(e.g. score given to a candidate in terms of the candidate’s potential match for a job) and Match Percentage (e.g. percentage of candidates with a
Match Score above the average Match Score in a group), among other metrics. The results of the audit showed that the average Match Score and
Match Percentage were similar across groups (see Slides 4 and 5). The average Match Score was similar across all groups at approximately 96%
(e.g. the average rating of candidates in terms of potential match for a job was approximately 96% in each group) and the average Match
Percentage within each group was 100% (e.g. the average percentage of candidates receiving a Match Score at or above the average 96% Match
Score, the ScoringRate). Each of the groups assessed in the audit – Female Asian and Pacific Islander (API), Female Black, Female Hispanic, Female
White, Male API, Male Black, Male Hispanic, and Male White – scored approximately the same in the Bullhorn Automation product (see Slide 6).
Each group assessed received the same MatchPercentage / ScoreRate of 100% and further comparison of each group with the highest rated group
(ImpactRatio1) showed that all groups also had a similar result of 90-100% (e.g. all groups were rated similarly to one another).
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Audit client: Bullhorn

Automated Employment Decision Tool: Bullhorn Automation, 
described by Bullhorn as: “a tool that automates common actions for 
Staffing firms. This includes emails, SMS messages, internal 
notifications, notes and field updates. As a part of these messages 
that are automated, customers can also include matching job 
openings or when a new job opening is added, customers can have 
their recruiting teams sent a list of potential candidates, subject to a 
minimum Match Score set by the customer.” To match candidates 
with job openings, Bullhorn Automation calculates a Match Score 
representing the extent to which the candidate’s resume fits the job 
title. 

Employment decisions evaluated: Match Score (0-100%)

Protected classes addressed: Race/ethnicity (inferred using first 
name, surname, and address*), sex (inferred using first name†). 

Scope of data: 49,902 candidates that were sent to customers as top 
potential matches for jobs, subject to the customer’s minimum 
Match Score. This is Historical data** drawn from 26 customers. 

Detail on inferences and data cleaning:
- A gender label was given to all candidates. Possible labels are 

“male,” “female,” “mostly male,” “mostly female,” “androgynous,” 
or “unknown.” We counted “mostly male” as “male” and likewise 
for female. In gender analyses we exclude “androgynous” (696) 
and “unknown” (8,789).   

- A race/ethnicity label was given to all candidates. Geocoding 
failed for 29,235 candidates, meaning the address was missing 
or invalid; in these cases the inference was based on first name 
and surname only. In race/ethnicity analyses we exclude the 
following groups since each has <2% of all data: race/ethnicity 
“Multiracial” (73) and “Native American or Alaska Native” (15). 
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Audit Scope

* We used BIFSG, leveraging US Census data; see Voicu for details
† We used this open-source methodology by Jörg Michael
** We believe this is “Historical data” as defined in final rules for Local Law 144. 
However, in light of FAQ III.6 it may be considered "Test data" since candidates' 
race/ethnicity and gender were inferred. If so, then the explanation for using this Test 
data is that the data used for purposes of the audit did not contain complete 
self-reported demographic data of candidates assessed by the Bullhorn Automation 
product.

https://www.tandfonline.com/doi/full/10.1080/2330443X.2018.1427012
https://www.autohotkey.com/board/topic/20260-gender-verification-by-forename-cmd-line-tool-db/
https://rules.cityofnewyork.us/wp-content/uploads/2023/04/DCWP-NOA-for-Use-of-Automated-Employment-Decisionmaking-Tools-2.pdf
https://www.nyc.gov/assets/dca/downloads/pdf/about/DCWP-AEDT-FAQ.pdf


1. Sourcing Analysis
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The pie charts show the breakdown by 
inferred race/ethnicity (left) and inferred 
gender (right) of candidates that were 
assessed by Bullhorn Automation.

Candidates reviewed: Race/ethnicity Candidates reviewed: sex



2. Disparate Impact Analysis: Match Percentage
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This bar chart shows the average Match 
Percentage for each race and gender group of 
candidates. The black “whiskers” at the top of 
each bar show a 95% confidence interval of 
the estimate for that group.

Average scores are high (~0.96) and similar 
across groups.

Average MatchPct by Race Average MatchPct by Sex



3. Required Tables (1 of 2)

Column definitions: 
1. n_applied: How many candidates applied
2. ScoringRate: share of candidates with 

scores above the median score
3. ImpactRatio: ScoringRate for this group, 

divided by ScoringRate for the highest- 
ScoringRate group

Note: Since the median MatchPct for every 
demographic group was 100, all 
ScoringRates were 0, and ImpactRatio could 
not be calculated. Therefore we also show:

4. ScoringRate1: proportion of candidates 
in this group with MatchPct=100 (i.e., 
median or higher)

5. ImpactRatio1: ScoringRate1 for this 
group, divided by ScoringRate1 for the 
highest-ScoringRate1 group

We omit inferred_race groups with <2% of the data: 
Multiracial (n=57, ScoringRate=0, ScoringRate1=0.67) 
and AIAN (n=15, ScoringRate=0, ScoringRate1=0.8).
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3. Required Tables (2 of 2)
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Column definitions: 
1. n_applied: How many candidates applied
2. ScoringRate: share of candidates with 

scores above the median score
3. ImpactRatio: ScoringRate for this group, 

divided by ScoringRate for the highest- 
ScoringRate group

Note: Since the median MatchPct for every 
demographic group was 100, all 
ScoringRates were 0, and ImpactRatio could 
not be calculated. Therefore we also show:

4. ScoringRate1: proportion of candidates 
in this group with MatchPct=100 (i.e., 
median or higher)

5. ImpactRatio1: ScoringRate1 for this 
group, divided by ScoringRate1 for the 
highest-ScoringRate1 group

We omit inferred_race groups with <2% of the data: 
Multiracial (n=57, ScoringRate=0, ScoringRate1=0.67) 
and AIAN (n=15, ScoringRate=0, ScoringRate1=0.8).
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Typewriter
Disclaimer: The information provided herein is Bullhorn Inc’s (“Company’s”) Confidential Information and should not be further disseminated. The information provided is for informational purposes only and Company and its affiliated companies disclaim all legal representations and warranties. The report is believed to be accurate as of the report date but is subject to change without notice.

Please note that the criteria presented in this report were constructed to correspond with the requirements of a “bias audit” outlined in NYC Local Law No. 144 of 2021 (the “NYC LL No. 144”) and the requirements set forth in the rules announced by the New York City Department of Consumer and Worker Protection ("DCWP") on April 6, 2023 and adopted by the DCWP to implement the NYC AEDT law by amending Chapter 5 of Title 6 of the Rules of the City of New York to add Subchapter T (the “implementation rules” and together with NYC LL No. 144, the "NYC AEDT Law").  Bullhorn Automation was audited as though it were an automated employment decision tool ("AEDT") under the NYC AEDT Law, but Company does not make any determination whether Bullhorn Automation is, in fact, an AEDT under the NYC AEDT Law, which depends in part on how the Customer uses Bullhorn Automation.  Note that this report does not pertain to any other laws or regulations that may be applicable to Bullhorn Automation or other Bullhorn Services. 

Company is a service provider and not an "Employer" under the NYC AEDT Law in regards to Customer's use of Bullhorn Automation.  Customer is the "Employer" under the NYC AEDT Law and, accordingly, it is the responsibility of Customer to ensure that it complies with any applicable requirements under the NYC AEDT Law.
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